
Aseem Baranwal, Kimon Fountoulakis*, Aukosh Jagannath+

• Study the effect of graph convolution on linear separability of a GMM


• Analyze generalization potential of the cross-entropy minimizer


• Conduct experiments in various settings to illustrate our results

Objective

Effect of Graph Convolution

Graph Convolution for Semi-Supervised Classification: Improved Linear Separability 
and Out-of-Distribution Generalization

Contextual Stochastic Block Model

Figure taken from Abbe, E., A. Bandeira and G. Hall. “Exact Recovery in the Stochastic Block Model.” IEEE Transactions on Information Theory 62 (2016): 471-487.

Xi ∼ 𝒩(μ, σ2I) Xi ∼ 𝒩(ν, σ2I)

Separability Results

• Without the graph, no hyperplane can separate a binary GMM if

 


• With graph convolution, this threshold changes to


 


• Without graph convolution, the loss is lower bounded


 


• When the convolved data is separable, the loss is upper bounded


∥μ − ν∥2 = 𝒪(σ)

∥μ − ν∥ = 𝒪 ( σ
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Loss ≥ (2 log 2)Φ (−
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Loss(A, X) ≤ C exp (−d∥μ − ν∥ ( p − q
p + q ))

Expected degree of a node

Generalization
• For any new dataset  with different , loss is bounded


 


• Loss increases with inter-class edge probability  (noisy graph)

A, X n, p, q

Loss(A, X) ≤ C exp (−d∥μ − ν∥ ( p − q
p + q ))

q

Test Loss vs  and Density∥μ − ν∥2

Conclusions
• Graph convolution can transform linearly inseparable data into 

linearly separable data


• Graph convolution can be disadvantageous if the intra-class edge 
probability is close to the inter-class edge probability


• The learned classifier generalizes to out-of-distribution data

Future Work

When is Graph Convolution a Pitfall — Large q

• Extension to setting with multiple classes


• Properties of the optimal classifier for non-linearly separable data


• Understanding effects of graph convolution for highly non-linear 
models and deeper networks

Large  implies higher loss — graph convolution hurts 
linear separability of data
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